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Classification of Physical Storage Media

Speed
- The speed with which data can be accessed
Cost
- The cost of per unit of data
Reliability
- volatile storage (F5IEF%) : lose contents when power is switched of f

- non-volatile storage (IFZKEFE) : contents persist when power is
switched off

- secondary (3”%) and tertiary (F5=%) storage
* battery-backed up main-memory



Cache & Main Memory

- Cache (Z£1F)

- fastest and most costly form of storage
- volatile

+ Main memory (£77/H1F)
fast access (about 100 nanoseconds, 1 nanosecond = CLOGK DAIYER] T ey
10-9 seconds)
- generally too small (or too expensive) fo store the
entire database

capacities of up to hundreds of Gigabytes  COMPLEXY
Wldely Used Cur‘r‘enﬂy | LOGIC SUPPORT

SUPERSCALAR

capacities have gone up and per-byte cost has INTEGER

EXECUTION

decreased steadily = uNrTS

BRANCH
PREDICTION
LOGIC

PIPECINED
FLOATING

- Volatile, contents of main memory are lost if a
power failure or system crash occurs
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Flash Memory

* Flash memory (IN7)

Data survives power failure

- Combining the advantages of RAM & ROM, while
falling between RAM and magnetic disk

- Data can be written at a location only once, but the
location can be erased and written again

- support 10K - 1M write/erase times

- Reads are roughly as fast as main memory, but writes
are slow (few microseconds)

- Cost per unit of storage roughly similar fo main
memory

- Widely used in embedded devices such as digital
cameras

- USB, SSD (Solid State Drives, EZHELR)




Magnetic Disk

*  Magnetic disk (f#E)

Primary medium for the long-term storage of data
Typically stores the entire database

Data must be moved from disk to main memory for access,
and written back for storage (I/0)

Much slower access than main memory

Capacities range up to roughly several hundreds of TBs
currently

Much larger capacity and lower cost/byte than main/flash
memory

Growing constantly and rapidly with technology improvements
(factor of 2 to 3 every 2 years)

Survives power failures and system crashes
disk failure can destroy data, but is rare

Bunswes oas mmm//:dny

1%°09
SOINOHL10373

[F]dni3sao <\:v

‘01700 SOINOHLO3T3 DNASWYS 1ubLAd0O O

panasay sjubiy 17V 266 1-566 |
NOILYHOdH0D L40SOHOIN (H) LHOIHAL0O

0S'CIN:4oA r100c d

3al-3 404 H3A \dad
INOH-QAQ/A0 DNMSINYS




Optical Storage

: Op‘rlcal storage (F¢F1F(itzs)

Non-volatile, data is read optically from a spinning
disk using a laser

- CD-ROM (640 MB) and DVD (4.7 to 17 GB) are the
most popular forms

- Worite-one, read-many (WORM) optical disks used
for archival storag

¥EHREE

- CD-R, DVD-R, DVD+R SEATON A

- Multiple write versions also available

- CD-RW, DVD-RW, DVD+RW, DVD-RAM
- Reads and writes are slower than magnetic disk TCONSTRUCTION TR CONSTRUTAkor O
- SR 1965FREEERHT-HIZ/R(Tames Russell)& B8
- XESLE: B IERE. REE. RIFE. HRIE




Optical Storage (£E)

- Optical storage (Y¢F1Ffi%8S)
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Tape Storage

: Tape storage (FiE1F(itzs)

Non-volatile, used primarily for backup
(to recover from disk failure), and for
archival data

. IBM. EMC. Dell..

- Sequential-access - much slower than
disk

- Very high capacity (40 to 300 GB tapes
available)

- Can be removed from drive

- Storage cost is much cheaper than disk,
but the drive is expensive

e

- WER—MREEERUELTI(, 19285FE TRTPTP
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Tape Storage (£E)

pEE ASREUEEIBIE IS, MmgReasE, IBMAPLEX
CTOBGIRY, Wi kITERERFREN, HEEESEE
130%, MERBERIERAE10%, ALXEEFRFNRSEHIEE
BSEUE, BAEREUE, K2R RTEm. RF, BKEXE
AHMER, MHBRIERFEEEEAR. AKE. RENEHKSE,
ETLTORA#, Ultrium 85 RFABaFe (SUEAE AL
B, FEETEANKESRERN, BHmiKESOm, BE
12.65mm, EE5.6um. LTO Ultrium 8RHHHSESIA30TR (
REGEATRE12TB) |, 2t~ meImis, MmEEERIA750MB/s (
REGERTZE360MB/s) |, MEERBEHELLHODEREEGNE, &
SKERFEELUE.
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Tape Storage (£E)
- 2020%F12H16H, IBMEETLRFA (Fujifilm)BREFH A& 7 #EVFEERE MR (SrFe)tdkl, FBFLTO-8

Kb, FEBEIAZFHRI317CGh, BEERAK, BEHTIIFER, DURFHIAR]1255XK,
RS EERE TIRARIS80TB, RIRBANEEIMB, FBHATLURES 8124, XHHE

mHEEN4.3G0K, BIENIEREERER] T 56.240K,
IBM’s Tale of the Tape B '.‘a

Mearly 70 years of tape innovation: reliable, secure & energy efficient for Hybrid Clouds .

2006 2010 2014 2015 2017 2020
Areal Density
i s .67 Billion 29.5 Billion 85.9 Billion 123 Billion 201 Billion 317 Billion
Cartridge Capacity
Tsivted 8 as 154 220 320 580
it of Books Stared® 8 Million 35 Million 154 Million 220 Million 330 Million 580 Million
Track Width 1.5 um 0.45 pm 0177 um 0,140 pm 103 nm 56.2 nm
Lisber Dianalzy 400°000 518'000 £00'000 680'000 818'000 702'000
{Bits per inch)
Tape Material Barium Ferrite Barlum Ferrite Barium Ferrite Barium Ferrite  Sputtered Media  Strontlum Ferrite
Tape Thickness
i b ] 6.1 5.9 4.3 4.3 a7 4.3




Storage Hierarchy

/ \j .
[ cache * Primary storage
P & - Fastest media but volatile (cache, main memory)
\ main memory \j
AN
: i / - Secondary storage
flash
T l - Non-volatile, moderately fast access time
y ) O
| mrempery ﬁ Also called on-line storage, e.g., flash memory,
7~ magnetic disks
/
\ optical dis\li ﬁ .
i - Tertiary storage
\/ magnetic ta?fes ﬁ - Non-volatile, slow access time

- Also called off-line storage, e.g., magnetic tape,
optical storage
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@ Magnetic Disks

- RAID

» Tertiary Storage

- Storage Access

- File Organization

» Organization of Records in Files

- Data-Dictionary Storage
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Magnetic Hard Disk Mechanism

—

Schematic diagram of magnetic disk drive Photo of magnetic disk drive
16



Magnetic Disks

Read-write head (iEE5:k)
- positioned very close to the platter surface (almost touching it)
- reads or writes magnetically encoded information

Surface of platter is divided into circular tracks (f#£iE)
- over 50K-100K tracks per platter on typical hard disks

Each track is divided into sectors (BX)

- asector is the smallest unit of data that can be read or written

- sector size is typically 512 bytes

- typical sectors per track: 500-1000 (on inner tracks), 1000-2000 (on outer tracks)
To read/write a sector

- disk arm swings to position head on right track

- platter spins continually; data is read/written as sector passes under head
Head-disk assemblies (fifk-fifRaEE)

- multiple disk platters on a single spindle (1 to 5 usually)

- one head per platter, mounted on a common arm.

Cylinder(t¥Ml) consists of the -th tracks of all the platters(&k)
17



Magnetic Disks (Cont.)

Earlier generation disks were susceptible to head-crashes

- Surface of earlier generation disks had metal-oxide coatings (2BEMNITEE)
which would disintegrate on head crash and damage all data on disk

- Current disks are less susceptible to such disastrous failures
Disk controller(fZ£21=#28) - interfaces between the computer system and
the disk drive hardware

- Accept high-level commands to read or write a sector

- Initiate actions such as moving the disk arm to the right track and actually
reading or writing the data

- Compute and attach checksums(#5@#[) to each sector to verify that data is read
back correctly.

- Performs remapping of bad sectors( 5 XEMET)

18



Disk Subsystem

system bus

disk
controller | | |

disks

Multiple disks connected to a computer system through a controller

- Controller functionality (checksum, bad sector remapping) is often carried out by
individual disks to reduce the load on controller

Disk interface standards families
- ATA (AT adaptor/attachment) range of standards (1994-2002,7 standards)
- SATA (Serial ATA). PATA (Parallel ATA)
- SCST (Small Computer System Interconnect) range of standards
- Several variants of each standard (different speeds and capabilities)

19



Performance Measures of Disks

- Access time (i5/8JHY[8])

- the time it takes from when a read or write request is issued to when data
transfer begins, including

- Seek time(SHERJE) - time it takes to reposition the arm over the correct
track.

- Average seek ftime is about 1/2 the worst case seek time
- 4 to 10 milliseconds Z#} on typical disks

- Rotational latency(fiE35ZE4F) - time it takes for the sector to be accessed to
appear under the head

- Average latency is 1/2 of the worst case latency.
- 4 to 11 milliseconds on typical disks (5400 to 15000 rpm)

20



Performance Measures (Cont.)

- Data-transfer rate (ZEEHIZE)

- the rate at which data can be retrieved from or stored to the disk
- Max rate: 25 to 100 MB per second, lower for inner tracks

- Multiple disks may share a controller, so rate that controller can handle is also
important

+ E.g., ATA-B: 66 MB/sec, SATA: 150 MB/sec, Ultra 320 SCSI: 320 MB/s
 Fiber Channel (FC26Gb): 256 MB/s

21



Performance Measures (Cont.)

+ Mean time to failure (EXIEFERTE], MTTF)

- the average time the disk is expected to run continuously without any failure,

typically 3 to 5 years

- Probability of failure of new disks is quite low, corresponding to a "theoretical
MTTF" of 500,000 (*#57 years) to 1,200,000 (#137 years) hours for a new disk

- E.g., an MTTF of 1,200,000 hours for a new disk means that given 1000 new disks, one

will fail every 1200 hours on the average
- 1/ (1- (1-1/1,200,000)"1000)~1,200,000/1000=1200

- MTTF decreases as disk ages

22



Optimization of Disk-block Access

- Block - a contiguous sequence of sectors from a single track
- data is transferred between disk and main memory in blocks
- sizes range from 512 bytes to several kilobytes
- small blocks: more transfers from disk
* large blocks: more space wasted due to partially filled blocks
- typical block sizes range from 4 to 16 kilobytes
- Disk-arm-scheduling (fZ£2Z &) algorithms order pending accesses
to tracks so that disk arm movement is minimized

- elevator algorithm (EBH#EEZ) : move disk arm in one direction (from outer to inner
tracks or vice versa), processing next request in that direction, till no more
requests in that direction, then reverse direction and repeat

23



Optimization of Disk Block Access (£E)

*  File organization - optimize block access time by organizing the
blocks according to the way of data access
- E.g., store related information on the same or nearby cylinders
- Files may get fragmented(f1t) over time
* data is inserted to/deleted from the file

* free blocks on disk are scattered, and newly created file has its blocks
scattered over the disk

+ sequential access to a fragmented file results in increased disk arm
movement

- Some systems have utilities to defragment the file system (EBRI4RER), in
order to speed up file access

24



Optimization of Disk Block Access (Cont.)

*  Non-volatile write buffers speed up disk writes by writing blocks
to a non-volatile RAM buffer immediately

Non-volatile RAM: battery backed up RAM or flash memory

+ Even if power fails, the data is safe and will be written to disk when power

returns

- Controller writes to disk when the disk has no other requests or the non-volatile
RAM is full

- Database operations can continue without waiting for data to be written to disk

- Worites can be reordered to minimize disk arm movement

25



Optimization of Disk Block Access (Cont.)

- Log disk (BEHER)
- A disk devoted to writing a sequential log of block updates
- Used exactly like nonvolatile RAM
- Write to log disk is very fast since seeking is not required
* No need for special hardware (NV-RAM)

- File systems typically reorder writes to disk to improve performance

- Journaling file systems (HEI{4E %) write data in safe order Yo NV-RAM or log
disk

- Reordering without journaling: risk of corruption of file system data

26
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RAID (JRIZTURELERFE!)

- RAID: Redundant Arrays of Independent Disks

- Disk organization techniques that manage a large numbers of
disks, providing a view of a single disk of

* High capacity and high speed by using multiple disks in parallel

- High reliability by storing data redundantly. Data can be recovered
even if a disk fails

28



RAID (Cont.)

+  The chance that some disk out of a set of N disks will fail is much
higher than the chance that a specific single disk will fail

- E.g., asystem with 100 disks, each with MTTF of 100,000 hours (approx. 11
years), will have a system MTTF of 1000 hours (around 41 days)

- 1/(1-(1-1/100,000)~100)

- Techniques for using redundancy to avoid data loss are critical with large
nhumbers of disks

*  Originally a cost-effective alternative to large, expensive disks
- T in RAID originally stood for "inexpensive"
- Now the "I" is interpreted as independent

- RAID(JHIZTURELERFES)

29



Improvement of Reliability via Redundancy

 Redundancy - store extra information that can be used to rebuild
information lost in a disk failure
- Mirroring (821%): Duplicate every disk, and each logical disk consists of two
physical disks
- Every write is carried out on both disks. Reads can take place from either disk

- If one disk in a pair fails, data still available in the other

+ Data loss would occur only if a disk fails, and its mirror disk also fails before the system
is repaired

* Probability of combined event is very small except for dependent failure modes such as
fire or building collapse or electrical power surges

* Mean time to data loss (FI3EEZERAIE) depends on mean time to
failure (FIIELFERTAE) and mean time to repair (FIIESHIE)

- MTDL=MTF"2/(2*MTR) (why?)

30



Improvement in Performance via Parallelism

+ Two main goals of parallelism in a disk system
- Load balance multiple small accesses to increase throughput
- Parallelize large accesses to reduce response time
- Bit-level striping ({iZ8#F43): split the bits of each byte across
multiple disks
- Inanarray of eight disks, write bit of each byte to disk
- Each access can read data at eight times the rate of a single disk
- Block-level striping (JR&%#F43): with disks, block of a file goes
to disk ( mod )+1

- Regquests for different blocks can run in parallel if the blocks reside on different
disks

- A request for a long sequence of blocks can utilize all disks in parallel

31



RAID Levels

+  Schemes 1o provide redundancy at lower cost by using disk striping
({217 93) combined with parity bits(SHERIE(L)

- Different RAID organizations, or RAID levels, have differing cost, performance
and reliability characteristics

m RAID Level O: Block striping, non-redundant. (JC L& #743)

Used in high-performance applications where data lose is not critical

m RAID Level 1: Mirrored disks with block striping (5i{4 i)

Offers best write performance.
Popular for applications such as storing log files in a database system

s
e s e
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RAID Levels (Cont.)

RAID Level 2: Memory-Style Error-Correcting-Codes (ECC) with bit striping.
(REXIEHIZHTERD)

RAID Level 3: Bit-Interleaved Parity ({32 X AIZHERLE)

- asingle parity bit is enough for error correction, not just detection, since we know
which disk has failed

+  When writing data, corresponding parity bits must also be computed and written to a parity
bit disk

+ To recover data in a damaged disk, compute XOR of bits from other disks (including parity

SOEuEEE

(c) RAID 2: memory-style error-correcting codes

EFlEEE

(d) RAID 3: bit-interleaved parity

33



RAID Levels (Cont.)

+ RAID Level 3 (Cont.): Bit-Interleaved Parity (32X AUETERIR)

- Faster data transfer than with a single disk, but fewer I/Os per second since every disk has
Yo participate in every I/0O.

- Subsumes Level 2 (provides all its benefits, at lower cost).

- RAID Level 4: Block-Interleaved Parity(ZR3Z X BYETEBREE)

- uses block-level striping, and keeps a parity block on a separate disk for corresponding blocks
from N other disks.

- When writing data block, corresponding block of parity bits must also be computed and
written to parity disk

- To find value of a damaged block, compute XOR of bits from corresponding blocks (including

parity block) from other disks.

(e) RAID 4: block-interleaved parity
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RAID Levels (Cont.)

RAID Level 4 (Cont.) : Block-Interleaved Parity(}R3z X HIZTERLR)

- Provides higher I/0 rates for independent block reads than Level 3

* block read goes to a single disk, so blocks stored on different disks can be read
in parallel

Provides high transfer rates for reads of multiple blocks than no-striping

- Before writing a block, parity data must be computed

« Can be done by using old parity block, old value of current block and new value
of current block (2 block reads + 2 block writes)

- More efficient for writing large amounts of data sequentially

Parity block becomes a bottleneck for independent block writes since
every block write also writes to parity disk

35



RAID Levels (Cont.)

RAID Level 5: Block-Interleaved Distributed Parity($R3Z X B3 fhEHEBIRIE)

- partitions data and parity among all N + 1 disks, rather than storing data in N
disks and parity in 1 disk.

- E.g., with 5 disks, parity block for nth set of blocks is stored on disk (n mod 5) +
1, with the data blocks stored on the other 4 disks.

CEEES
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RAID Levels (Cont.)

RAID Level 5 (Cont.) Block-Interleaved Distributed Parity(3R32 X AU o ETEB1REE)
- Higher I/0 rates than Level 4.

* Block writes occur in parallel if the blocks and their parity blocks are on
different disks.

- Subsumes Level 4: provides same benefits, but avoids bottleneck of parity disk.
RAID Level 6: P+Q Redundancy scheme

- similar to Level 5, but stores extra redundant information to guard against multiple
disk failures.

- Beftter reliability than Level 5 at a higher cost; not used as widely.

e

37



A Comparison of Different Levels

ecsrry | BT EEE

RAID 2: memory-style error-correcting codes
RAID 0: nonredundant striping

Block-stripping F Bit-stripping
8 8 RAID 3: bit-interleaved parity

RAID 1: mirrored disks

SERE L

RAID 4: block-interleaved parity RAID 5: block-interleaved distributed parity

.

RAID 6: P + Q redundancy
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Choice of RAID Level

Factors in choosing RAID level
- Monetary cost
- Performance: Number of I/O operations per second, and bandwidth during normal operation
- Performance during failure
- Performance during rebuild of failed disk
* Including time taken fo rebuild failed disk
RAID O is used only when data safety is not important
- E.g. data can be recovered quickly from other sources
Level 2 and 4 never used since they are subsumed by 3 and 5

Level 3 is not used anymore since bit-striping forces single block reads to access all disks,
wasting disk arm movement, which block striping (level 5) avoids

Level 6 is rarely used since levels 1 and 5 offer adequate safety for almost all applications
So competition is between 1 and 5 only

39



Choice of RAID Level (Cont.)

Level 1 provides much better write performance than level 5

- Level 5 requires at least 2 block reads and 2 block writes to write a single block, whereas Level
1 only requires 2 block writes

- Level 1 preferred for high update environments such as log disks

Level 1 had higher storage cost than level 5

- Disk drive capacities increasing rapidly (50%/year) whereas disk access times have decreased
much less (x 3 in 10 years)

- TI/0 requirements have increased greatly, e.g. for Web servers

- When enough disks have been bought to satisfy required rate of I/0, they often have spare
storage capacity, so there is often no extra monetary cost for Level 1!

Level 5 is preferred for applications with low update rate, and large amounts of data
Level 1 is preferred for all other applications

40



Hardware Issues

- Software RAID: RAID implementations done entirely in software,
with no special hardware support
- Hardware RAID: RAID implementations with special hardware
- Use non-volatile RAM to record writes that are being executed
- Beware: power failure during write can result in corrupted disk

+ E.g., failure after writing one block but before writing the second in a
mirrored system

» Such corrupted data must be detected when power is restored
- Recovery from corruption is similar to recovery from failed disk
- NV-RAM helps to efficiently detect potentially corrupted blocks

» Otherwise all blocks of disk must be read and compared with
mirror/parity block

41



Hardware Issues (Cont.)

Hot swapping(#32#k): replacement of disk while system is running, without
power down

- Supported by some hardware RAID systems
- reduces time to recovery, and improves availability (RTF31%) greatly

Many systems maintain spare disks which are kept online, and used as
replacements for failed disks immediately on detection of failure

- Reduces time to recovery greatly

Many hardware RAID systems ensure that a single point of failure will not
stop the functioning of the system by using

- Redundant power supplies with battery backup

- Multiple controllers and multiple interconnections to guard against controller/
interconnection failures

42
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Optical Disks

- Compact disk-read only memory (CD-ROM)
- Removable disks, 640 MB per disk
- Seek time about 100 msec (optical read head is heavier and slower)

- Higher latency (3000 RPM) and lower data-transfer rates (3-6 MB/s) compared to magnetic
disks

+ Digital Video Disk (DVD)
- DVD-5 holds 4.7 GB , and DVD-9 holds 8.5 GB

- DVD-10 and DVD-18 are double sided formats with capacities of 9.4 GB and 17 GB
- Slow seek time, for same reasons as CD-ROM

*  Record once versions (CD-R,DVD-R) are popular
- Data can only be written once, and cannot be erased
- High capacity and long lifetime; used for archival storage

*  Multi-write versions (CD-RW,DVD-RW,DVD+RW,DVD-RAM) also available

44



Magnetic Tapes

Hold large volumes of data and provide high transfer rates
- Few GB for DAT (Digital Audio Tape) format
- 10-40 GB with DLT (Digital Linear Tape) format
- 100 GB+ with Ultrium format
- 330 GB with Ampex helical scan format
- Transfer rates from few to 10s of MB/s

Currently the cheapest storage medium
- Tapes are cheap, but cost of drives is very high

45



Magnetic Tapes (Cont.)

Very slow access time in comparison to magnetic disks and optical disks
- Limited to sequential access.

- Some formats provide faster seek (10s of seconds) at cost of lower
capacity

Used mainly for backup, for storage of infrequently used information, and as
an off-line medium for transferring information from one system to another

Tape jukeboxes(Bzft1/1) used for very large capacity storage
- terabyte (1012 bytes) to petabye (1015 bytes)
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BE=hE

MR B=F D RBAIHRERNE20155E A3 “The Cloud is Not Enough: Saving
IoT from the Cloud" &, IEHIBANSEEMIICNAEZL: BIAIZS; 7
[RggTE; REEE,; ER; &5, A, SAMEE, MSEENZEESI AN
. BEEE, SZ2lt. SRFAME. BT, INFEE. =PRSS, BEEET
WTFRREERH, TEREFHRAER

Web loT
Privacy & Security | Open for access Personal sensitive data
Scalability Power-law | Billion devices + updates
Interaction Model Human | Machine
Latency Variable Reactive
Bandwidth Downstream Upstream
Availability None Requirement
Durability Management Cloud controis Users control
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{KHATFfE - Long Data

L%y v i

- 20191 EZUESFEIES, “Long Data"BEEkERR_ LFAFIEHow to preserve information for 100
years? BETFIECRAARMIBERINE, BIOCERBII0F 54, RIRINFE, Skl REEE,
BIRAAS, WINEEXE. SAMS, SFRERATTHESAE LRI KR 2FE,
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F. ARSI SEINEProject Silica
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Cryptocurrency Software Wallets
O

Cryptocurrency Hardware Wallets ()

Multiparty Computing

Sidechains/Channels
Metacoin Platforms
Consensus Mechanisms

Bleckchain
Distributed Ledgers

Decentralized Applications
Blockchain for Data Security
Blockchain PaaS
Blockchain for IAM

O Cryptocurrency Mining

expectations

art Contraes
Distributed Storage
in Blockchain

Zero Knowledge

mart Contract G

Postquantum Blockchain
Blockchain Interoperability

Blockchain Wallet Platform

As of July 2018
Innovation Epalcot Trough of Slope of Plateau of
Inflated . : " o
Trigger Disillusionment Enlightenment Productivity

Expectations

time

Plateau will be reached:
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* Overview of Physical Storage Media
 Magnetic Disks

- RAID

- Tertiary Storage

& Storage Access

» File Organization

» Organization of Records in Files

» Data-Dictionary Storage
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Storage Access

-+ Storage of database file

- partitioned into fixed-length storage units called blocks. Blocks are units
of both storage allocation and data transfer

- Database system seeks to minimize the number of block transfers
between the disk and memory. We can reduce the number of disk
accesses by keeping as many blocks as possible in main memory

Buffer (%&1F)

- The portion of main memory available to store copies of disk blocks

- Buffer manager: subsystem responsible for allocating buffer space in
main memory
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Buffer Manager

* Programs call the buffer manager when they need a block from disk

- If the block is already in the buffer, buffer manager returns the
address of the block in main memory

- If the block is not in the buffer, the buffer manager
» Allocates space in the buffer for the block

- Replacing (throwing out) some other block, if required, to make space for
the new block.

- Replaced block is written back to disk only if it was modified since the
most recent time that it was written to/fetched from the disk

- Reads the block from the disk to the buffer, and returns the address of
the block in main memory to requester
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Buffer-Replacement Policies

LRU (Least Recently Used) mxiffigz/MMEH

- Most operating systems replace the block least recently used

- Idea behind LRU - use past patterns of block references as a predictor
of future references

- LRU can be a bad strategy for certain access patterns involving
repeated scans of data

* For example: when computing the join of 2 relations rand s by a
nested loops
for each tuple tr of r do
for each tuple ts of s do
if the tuples tr and ts match ...
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Buffer-Replacement Policies (Cont.)

Pinned block(#$J{EaILR)

- memory block that is not allowed to be written back to disk

Toss-immediate (3ZBIEF) strategy

- free the space occupied by a block as soon as the final tuple of that
block has been processed

Most recently used (MRV) (&xiigz ) strategy

- system must pin the block currently being processed. After the final
tuple of that block has been processed, the block is unpinned, and it
becomes the most recently used block
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* Overview of Physical Storage Media
* Magnetic Disks

- RAID

- Tertiary Storage

- Storage Access

< File Organization

» Organization of Records in Files

- Data-Dictionary Storage
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File Organization

+ The database is stored as a collection of files.
+ Each file is a sequence of records.
+ A record is a sequence of fields.

*  One approach:
- Assume that the record size is fixed
- Each file has records of one particular type only
- Different files are used for different relations

Note: this case is easiest to implement; will consider variable length records later
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Fixed-Length Records

Simple approach

- Store record starting from byte -( — ), where is the size of each
record

- Record access is simple but records may cross blocks
- Modification: don't allow records to cross block boundaries

Alternative methods for deleting record

- moverecords + , ..., to, ..., —

- move record to

- do not move records, but link all free records on a free list
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With Record 3 Deleted and All Records Moved

move records + , ..., to , ..., —
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With Record 3 Deleted and Records Moved

move record to
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Free Lists (ZSR5IFE)

Store the address of the first deleted record in the file header
Use the first record to store the address of the second deleted record, and so on
These stored addresses are pointers since they "point” to the location of a record

~

1>
do not move records, ::;>

but link all free
records on a free list

| %

64




Variable-Length Records (ZKICE)

* Variable-length records
- Storage of multiple record types in a file
- Record types that allow variable lengths for one or more fields

- Record types that allow repeating fields, e.g., array and multiset (used
in some old data models)

65



Variable-Length Records: Slotted Page Structure

Block Header Records
Size # Entries Free Space
Location
A \ J \ A
End of Free Space

Slotted page (731&RYTA) header contains
- number of record entries
- end of free space in the block
- location and size of each record

Records can be moved around within a page to keep them contiguous with no empty
space between them; entry in the header must be updated

Pointers should not point directly to record — instead they should point to the entry
for the record in header
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Byte String Representation of Variable-Length Records

70

o
=
o)
=
—

0

Perryridge A-102 | 400 900 A-218
1 | Round Hill | A-305 | 350 1
2 | Mianus A-215 | 700 i
3 | Downtown | A-101 | 500 | A-110 600 il
4 | Redwood A-222 | 700 1
5 | Brighton A-217 | 750 1

Byte string representation
Attach an end-of-record (L) control character to the end of each record
Difficulty with deletion
Difficulty with growth
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Fixed-Length Representation

- Use one or more fixed length records
- reserved space
- pointers
- Reserved space - can use fixed-length records of a known maximum

length; unused space in shorter records filled with a null or end-of-
record symbol.

0 | Perryridge | A-102 | 400 | A-201 900 | A-218 700
1 | Round Hill | A-305 | 350 1 i 1 L.
Mianus A-215 | 700 1 i 1 e
3 | Downtown | A-101 | 500 | A-110 | 600 1 L
Redwood A-222 | 700 | 1 At e
5 | Brighton A-217 | 750 1 il 1 1
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Pointer Method

0 Perryridge A-102 400 ~

1 Round Hill A-305 350

2 Mianus A-215 700

3 Downtown A-101 500 ~

4 Redwood A-222 700

5 A-201 900 =l

6 Brighton A-217 750

7 A-110 600 |

8 A-218 | 700 i

* Pointer method

- A variable-length record is represented by a list of fixed-length records,
chained together via pointers

- Can be used even if the maximum record length is not known
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Pointer Method (Cont.)

- Disadvantage to pointer structure; space is wasted in all records except the
first in a chain

- Solution is to allow two kinds of block in file:
- Anchor block: contains the first records of chain
- Overflow block: contains records other than those that are the first records of

chains
anchor | perryridge | A-102 400 =
lock MR ound Hill | A305 | 350
Mianus A-215 700
Downtown | A-101 500 ~
Redwood A-222 700
Brighton A-217 750
overflow A-201 900 N
lock A-218 | 700 »
A-110 600 S 70




* Overview of Physical Storage Media
* Magnetic Disks

- RAID

- Tertiary Storage

- Storage Access

- File Organization

@ Organization of Records in Files

- Data-Dictionary Storage
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Organization of Records in Files

Heap (If)
- arecord can be placed anywhere in the file where there is space
Sequential (i)

- store records in sequential order, based on the value of the search key
of each record

Hashing (8%51)

- a hash function computed on some attribute of each record; the result
specifies in which block of the file the record should be placed
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Sequential File Organization

- Suitable for applications that require sequential processing of the
entire file

* The records in the file are ordered by a search-key

10101 |Srinivasan | Comp. Sci. | 65000 —7
12121 |Wu Finance 90000 -

15151 |Mozart Music 40000 —7
22222 | Einstein Physics 95000 _7
32343 |El Said History 60000 _7
33456 |Gold Physics 87000 —7
45565 |Katz Comp. Sci. | 75000 _7
58583 | Califieri History 62000 _7
76543 | Singh Finance 80000 —7
76766 | Crick Biology 72000 —7
83821 |Brandt Comp. Sci. | 92000 —7
98345 |Kim Elec. Eng. | 80000 _7
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Sequential File Organization (Cont.)

- Deletion - use pointer chains 10101 | Srinivasan | Comp. Sci. | 65000 | 1

: L
- Insertion -locate the position 12121 | Wu finance | 90000 | T
. . 15151 | Mozart Music 40000 —
where the record is o be inserted  [5550 [Einsein | Physics | 95000 1
there 33456 | Gold Physics 87000 =
45565 | Katz Comp. Sci. | 75000 —7
- if no free space, insert the 58583 | Califieri | History 62000 N
record in an overflow block 76543 | Singh Pinance | 80009 | T
. . . 76766 | Crick Biology 72000 =
- Ineither case, pointer chain 83821 | Brandt Comp. Sci. | 92000 >
must be updated 98345 | Kim Elec. Eng. | 80000 i
Ped | 1
*  Need to reorganize the file
from time to time to restore 22227 | Ve viluEe 00

sequential order
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Multi-table Clustering File Organization

Store several relations in one file using a multi-table clustering file
organization

department instructor

multitable clustering
of department and
instructor
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Multi-table Clustering File Organization (Cont.)

good for queries involving department X instructor, and for queries
involving one single department and its instructors

bad for queries involving only department
results in variable size records
Can add pointer chains to link records of a particular relation
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Data Dictionary Storage

Data dictionary (also called system catalog) stores metadata, i.e., data
about data, such as

Information about relations
- names of relations
- names and types of attributes of each relation
- names and definitions of views
- integrity constraints
User and accounting information, including passwords
- Statistical and descriptive data, number of tuples in each relation
Physical file organization information
- How relation is stored (sequential/hash/...)
- Physical location of relation
Information about indices (Chapter 14)
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Data Dictionary Storage (Cont.)

* Catalog structure

- Relational representation on disk

- Specialized data structures designed for efficient access
A possible catalog representation:

Relation_metadata = (relation_name, number_of_attributes,

storage_organization, location)
Attribute_metadata = (attribute_name, relation_name, domain_type, position, length)
User_metadata = (user_name, encrypted_password, group)

Index_metadata = (index_name, relation_name, index_type, index_attributes)
View_metadata = (view_name, definition)

79




HIREERFERA (#h5E)

80



FFEUERE

RFEIRERE

B NG EIERE N R EEFRVEEERE. BN THE, AFIEUEESERESH/ L1
B, BEIRRFEANTFPHECMEE DinRIses R RSN BRIIERERT, AFEIREFT 7
SHEEENEF AN, ETETHEBERGFREINIT TRREH, AEESEEE. REFE
. FHTEMESEBET TENAYGH, FASERIERE VR EUREN SR IR R E R RIR S, —
AREBTELORBLLE. RFEIREMRXISRER "N sk "TIERSE" EHREF, BiESERESRS
R AFEIERENRFENTZE.

EX
- RBEUEERSZDBS, DBADBSHRIEIER, DB(T)HERIZIT, DBIERFHIEUESE, DB(+)ETDB

. TSHDBSHFIERIREHIESIIRAIERS. ATHAENZIETENRENESE, ATHETTS
. DY(MAES TEZITFR(FRIEEES,

- DHT)ETDB, EEEIEMA, 98 EETETAT(H), DHTETDORMMIZ, WFRDBSH—H
AR, SHMMDBS; DBH—ATZEIERE, EFRMMDB

- B FEMySQLEIMEMORYZES |2, eXtremeDB, TT. FastDB. SQLite. Microsoft
SQL Server CompactZ
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(3% (Flash Memory) E—FKEHIIERAEN (EHERER FALRSHZ ISR
B) KoEiEs, SRR AR T RO BRI R R AR, KiAN—ig
J9256KBZ20MB, NEFEEFAlErRi1EFE=E (EEPROM) BIZF, EEPROMSNEA
AR, SEETHAT LHTHRIESHARRAGHES, XEIEHHEEPROMA]
EERRR, BT ENERAREE, NGRS RSB, (e
BIOS (EAMNKILIER) . PDA (PAMTHIE) . SIENHEEANS. B—Fm,
NGEARERAM (BEHFEVRIESE) —REIS BB SHE, EIREEERAM,

[AFE (Flash Card) EFJFHINTE (Flash Memory) FAILBIFEE FEEEFIESS, —
B R PR EURSHEN, E BN, MP3FE/NEERSFRAEAFENR, FLAEFING, B
—ik+<hR, FTLARRZARNGEF <. RBIEARNE] SfARNMNA, NFER~XE
SmartMedia (SM—<) . Compact Flash (CF<) . MultiMediaCard (MMC-K) . Secure
Digital (SD&) . Memory Stick (iElZ#F) . XD-Picture Card (XD-R) FOREER (
MICRODRIVE) XENEFREANIUN. EARRE, EERFAREEEERR.

83



KRR EFE

84



The Future is Full of Opportunity

Designing a next Internet - GENI, Starlink

- Driving advances in all fields of science and
engineering

Wreckless driving

Personalized education

Predictive, preventive, personalized medicine
Quantum computing (BFitHE)

Personalized health monitoring => quality of life
Data-intensive supercomputing

Neurobotics (fR&EF4123A)

Synthetic biology (&)

The algorithmic lens => Cyber-enabled Discovery and
Innovation
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Today, the Obama Administration Is announcing the "Big Data Research and Development Initiative.” By
improving our ability to extract knowledge and insights from large and complex collections of digital data, the
initiative promises to help accelerate the pace of discovery in science and engineering, strengthen our national

security, and transform teaching and learning. Launch the Receipt

Big Data is a Big Deal

Posted by Tom Kalil on March 29, 2012 at 09:23 AM EDT

To launch the initiative, six Federal depatments and agencies will announce more than $200 million in new
commitments that, together, promise to greatly improve the tools and techniques needed to access, organize,
and glean discoveries from huge volumes of digital data. Learn more about ongoing Federal government
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- {¥BMapReduce

MapReduce=Big Data?

MapReduce A2 HEERY

MapReduce IR TFiE. MAIGLEHIE

MapReduce A2 HERY
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- ARIPIBSEIREFERA . SIRFEIESICE, BIREREIXI=RAEUER
FHEHMARAGI0E, FRBRMENNGEESIERFINEZEE5S, M
HISIRRERIIRNIA 152 304F,

- WENEF@EEA: EAZEI10TB/FHeyT, HEfEE+FrERERIC
RINARIFEZEERIRARNEZEARIEECB, MHHEALTIVE
A "PEEEIRGCRITAR” (Thermally-Assisted Magnetic Recording:

TAR) %III "NTIERIIAN”  (bit-patterned recording: BPR)
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ARG LT LrH ARG AT
i R H L Wk, PV ) WA, IPTV
Mz, g || WECHEER || SRmmkns | g omms, z| | VEERIEE || % Rm0ky
...... _ o P GIPHES
$hE HE | ..
b

M (CHEMEEERR) #£A. BPAE. HRER

Mg (CHEMEERKRA) #A. BPE. HRER

EHAPTHEED . MM EH. web service

SHIAPTEED . BB, web service

i

ERERSE ek:vigd

AR P2P gg?ﬁ
it HE

HERRE, HMHAXHFRE. HEHHS

R, EMEhERE, RAhE. SPRa%

AT BE % (NAS, FC, iSCSI%%)
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=iZf# (cloud storage)

- SIEGEEREHEL, cEEAMUNE—NEE, ME—1TMNSIRE. 7
s, IRS=8. MR, ~RmEEO. BAK. IZPiRiEFSE
PMERDERRIERAS. S IUAFERE L, BN RIS
RAEEEEMEM SShIRIARSS

- DIFERFRISIRER 4286
- FiEER=FEREAEES

HESEBERRFRER VIS, BESMSTMEES

MAENEREFHRRIEZS TGRS

ihEE
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=iZf# (cloud storage)

ZEHBERNEIIIEENR 4245 : FHEE. BiliESEE. NAROER. hhE

e =

- FHEERFHEERENMIIES. FHIREUURFCHTBEFERSE, TLUENASH
iSCSTEETPIRAEIRE, tHATLIE SCSIEISASE DASTHIEIRE., =R ETEEREE
g%&%rﬁkﬁﬁﬁgmﬁimﬁ, RItbZ EEIET 1, BEAMNEE FCteTmiaMEiEss
=t

- FEEEZ FE—\F—TFEESEEERS, JUSDIFESSNESEEIWEE. &
IR UIARETIR, ARSI IS I iEER

HitEBE

- EMEBEERREFREZONNES, HESFEETHEELSIINE S, EEERE T
£ D ERFTMIETEEREA, EMEEPS IMEERE ZERNE T
, (FEZ MR RF T LIMEHE—FIRSS, FHRME KB REFAIEHE S EeE

- (DNHBDAZES. FEIIESARIERFET ISR A AENEFFTAE, &
i, BERMEUES O IR REATIEET LR ETHNEIEARASEL, RIEFEF
BEENT ST
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==t (cloud storage)

MAEOE

- NAROER-FHEERREZZHED. FRNSFEEERMARIESIPR
FEA, FRABRRINARSZEO, REAERINAERSS. iz A
Az IPTVHIHSIBN S E. WMBERENAYE, TiEsdESE D NAY

iBlEE

- RHA—MENAFPEI LB REN BN ARORERFERS, EXR
FhERS. oFEEEERMAAR, EERERIEIIREMS AFR AR
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=iZf# (cloud storage)

ZFERFAEZINE. ZNA. ZIRSNMELIEESHKR, BEERGHR:
- THERRRZIRE. ZNA. SRSMEILENESHK
- WEB2.0:7K
- NAFHENARE
- EEEFRON. WIS NSRS
- CODNABD K. P2PEIR. HiEEG A, ESHUERIRER. SdEINZERA
- FHEEHWMCEAR. FENBEEERAR
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=iZf# (cloud storage)

=izl (cloud storage) #ESIRLE, BRIRE] BHISHFMARE

- AmazoniftHJElastic Compute Cloud (EC2: #¥EiHER) =FiE~R, SERBF
R BN IRS R E R T EIRE

- B EMEIRSZIEMECONetworksHI REZHIEFEESIRSE Nirvanix &2
T—INEE, HEMEMIRIRKERER, IR RNFEIIRNBERRSZEMRFE

- AL R RIS ENiERIRSSAIWindows Live SkyDrive

- EAJ:\;%]AEEE%ERH%MIEE, MHF =T ENE X EE I EEFRIENSEGH
53t

- IBMBZUTEREFASKEDTORIB(ZETY RO EN—ED
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RAID (#b7E)

Hif20%%5] (Redundant Arrays of Independent Disks, RAID) , & "Iz

SMEIEEUREEDRIEY" 28, FRIEEFNBHELIKIFEESH, BaK
EOEHPIIRLT, B EiENR 2.

HEMTRBRSIMBBREENIME, AEN—1SEEXHEH, FIAE T3
LRI IR P EE DN UER IR T T R MR R FERMEE, IR, SEWET)
ST EZXER, DRlFMESTMER L.

WS ARERIFRIAAEE (Parity Check) BURLE, 7EEAHI— MBI
AT, (ARiEHEUE, EEUREMRT, KRS BEERENTERE T,
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RAID (#b7E)

FBINFIERI KFATAD1R (University of California-Berkeley) 1£19874
, KFRHIME: "A Case for Redundant Arrays of Inexpensive Disks", X&
b, KETRAIDX/MAL, MEEN TRAIDHWSESR. HFIAFHRRBERZE
[ R SRS CPURIERIIERE, CPURRBERTFARLIALIK30 ~ 50%, MREHALARBERIS
N7 %, HF/NBFERERH AR, EEEA, MZEMRF Rt
BNRNzERED, TEHRRBRENEESHA.

HR/INBHIRITHESE (fault-tolerance) |, BIEEUESED (logical data
redundancy) , M=% TRAIDIEIE, ARWIEN, {FH (Inexpensive) HIHLER
WEFENER, BEKAN, KEFEEUEASHAERTINSHENE
, ek InexpensivetBlHindependent, FSIESTAIMLERE,

M7 RTURME5 (RAID, redundant array of independent disks) ZfCHH
FEIRVEURTFEEZS MREZAIARRES (URe) . BdEEUEREZ MEE L
, INEIEERERELAEFEINAG RS, WRMRE. EAZMEEIEIN T HI5E
[EIfRATE] (MTBF) , A REGERIBIN T B,
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RAID (#b7E)

R EEFENE =M
- gﬁl‘%?éﬁﬁﬁﬂﬁr ReBEAXRERSS L, Bt (Hot Swap) BY%HE, ANEXEFmAIN
ZHR SR,

- REHEEY<: BAMSER, EFERENLERAN, EBEaRAARERERE.

- FREPMHEE: BTSBRNSEE, NESAEERENRSS:S.

HEMEIWE IR RFEE TN INEIESETNESEVEE. #EEYEZ N iR

AR EN AR IROIERE., — N EVEREYA s O e iR HERIRE,

EHEMEFRFANREEZNREIRE, #me 2% P FiEsS. TVSHE

PFFINEFRE, BEFSEMNHMEBREHIE.

NP, B0 ERNSIEEREELSE TN, WERFIRERENELR, &k

HIXLLFEIZENAIEEE, FHEEEFP, INREVIZEIXEHIERIEE, mxyTH

fEEEFHSENEGE, TVEZH, AR EERSBYERS T, XIT

)I\@LE)\H’\E&TE, RAEFEEFFR, AL EERE. ASREFBIEIES
WiEs.
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RAID (#b7E)

RAID O

- HEHIARAIDIEL,, BData Stripping#iEH&iiA. RAID O24E
SEHMEMEY PRERN—FR, REE2RUA ERIEEZEIET, AR,
A LURE B M HEMASINEITE, RAID OSERMHEIANERISSR
1, (BsCHpA R (Y

RAID 1

- MAHMERER, BRI HENIIEREEIS— I HEL, FEESA
—IREENEN, SES—RAEE EPERGREXE, TN
REEI FRAREMIERGIIEEAITESSE, RERFEHEHT—XY jmich
REEPEOE—RUEALUER, EEALE—FAEERHIIR
AR RFEE I LUERZIT, S—REZE], RRASBEZER, %
MEARRARGEIEEHIE, ERRTIIHMEIRIED. NEgERH
Wy3iRE, (BEAABERIRIN, WEANRERNI50%, HIEEEHERY
RAIDRZIABASE, NMNAIEAELR, SNRIREGED LR
, BIEGHR. BRTREFRAHIEEFERNERL RS, b
FITEIRAVHEASZN, RERXNBNRFEMEEB NE. RAID 1
ZRERFRBEIENEZLUEIITS.
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RAID (#b7E)

RAID 0O+1

- ZRAIDOSRAIDIRIEGIR. EHAIRIREARAID IBHIISELIER
JREEFARAID OBRHRIIARE, RIfEE—RIAINRREE—REESNEYE
, FEERDARMBIRIR, AEEEREPEIBXE, 1€
RAIDOFIRAIDINAZEGHCK, HUERDMES M E LI, T EE8
BEYIRGGE, RESUREND, R MUATHESE, AR
IEHET R, HESIREEL/E8E/]., RAIDO+IEZEMERERTETL

KA NERS
RAID2

- EYESEREEOAEE., RAID 2[ERAID 33(Ll, HEBEUEEIUWOHBTA _
EREEE b, SHRBANANEFETS. RAID 2 (FH—EmIBRAIRAE 1
IREBENRKE, EESMEREIEERKREER, RAID 28 KLiE .
B8Z%, R REHRMER, B— 1 SIEARENLEEEEINE
RIS LR ER—E#E E, LIRS IER, SR EEERE
LS, NRFLEXFVRIBEEE, IPRIFARSRFRIGIBECCHERY
R, YFEResaRitkn, BXLRAID3, 485E&EaE, EFIH
YSERRD, WIRESTHEIRETTRAVLH . BHEIEIEERSIKENEEEF
EERIENEE. 112




RAID (#b7E)

RAID3

- R BERELBRHTEE. XMRIEIESRAID2AE, RAID2A
BEEiEARESE. BinaEdRI—RGE—NEX, ATLUREEEE

MENEE., RUIEEENSIEN=EHFEER— EZ L, = RAID 3

B BEFARES =M RN, BNER SiEHIERER N el arNas

RS, RS, EtiTEraaEsmmss. Bl AL R A e

SCHIRAIDISHIHOEME, EHsestAR S, TERTFER ( Mg A A s

S oes . S

BRSNS ERIEE, RSN, THEEREME

IR ETERIE. RSBELR, FmEUEfER. RAID 3

SFAEMIESHIETIRERIFEHRE, EXFRENEE, @ J L L

SR SR ERHEL, Dik0  Diskl  Disk2  Disk3
RAID4

- e BIRIGIOREN RN, RAIDAFIRAIDIRS:, ARIKNZE,
EXEUERILARIZETERHITH, EMEREEHRTH, X3
— ., RAIDIR—R—HE%, MRAIDA—R—ER. BRMUFRHM
RAID3tiES:, ANIERWIRERTS, MEZELLRAIDIKES, =H
SRRIRITERREXITS, MERREIEIEERAT. 113



RAID (#b7E)

RAIDS

- DHETERISAIR RSN, SERIEFETREHME L, HEPp0RERFE0m XIS BIRIE
, HESXU, RAIDSHHEHMERRE, BAME—R, RIVAIEINGIEEERAE. SEBELBER
FRH#E L, RETAERE. EENEREEHIFATIERRALT, EHERRIHEESEgE, RAID
3 5RAID 518tY, BEXFIFETRAID 3BT IXEUEER, FENEIFEHSIE. MIITRAID
5, AREBDEUREMAN—IRMEIR(E, FIHTHTIRE. ERAID 57 "BiRK" , AIE—KRE#
18, BrrE P Lhrs/BigE, HFMRIZIHNEERSBER, MXEHIEENREIBER.

RAID6

- TARMO T ENEHERIQIBRYIR RSN, RXRAIDSHY &, BT EKEUREXIAEELE
Wma. SINTSE_FEERINE, FEENIMHE, Wizt RE+TDER, BEAREDAT
, BT RSB EMIIEEUE R EZRIRT RIS, &R T AR TR,

RAID7

- USEREIR XS . RAID7TATEML/OEEIRELHITH, A, BeTRA
RUFTIE, RERFHEEIENEE, S HETEERE MeEs, SCRHRMFRFRILUERIEM
SLRHR(EC F, IREIARISERRFRIFE., serHERSNMPIISGHITEIRMEM, AJLAIREEXIEE
IR RVEIEEELARESHE. JLIERSZaT, FENINANSEREMFERE, SZSRPNEERS,
IHEEELFEETO0. BT RAFHITEE, EIHEIRNRRMEAKNIRS. 5|INT 1 ERE P EE
7%, AR, BA—BRGHR, ERRE M ERNIEIENSEEER, EIFEEMNUPS—i
TE. HRT, XAHRIGA, MEBIEERE. 114



RAID (#b7E)

RAID 5E (RAID 5 Enhancement)

RAID SEE7ERAID S BIER FRIXH, SRAID 53, FIEARKREENONHESER L

, B2, B MEE LEMRR T SO RERNTE, XEoTRiREHTESTL, RERTH
BRYPIRREZ HINERE, &k, RAID SEFIRAID SiNl—HRAGERIHGEEASZ, HSLHTFRAID 5E
RIBSIRDIEFERERE |, HEESIURAIDS I—HEEEF. H—HEEHIEEER, &
TR FRUAIRS W EAERIE CES ERFEANZSE, BIERFIERAID 543,

RAID 5EE
- 5RAID 5EfREY, RAID SEERIEIRDMEANER, S MEEA—BDTIARBIESHAINEER,
EAIEMEFIN—E87, AP — M IEmEE IR, SUEEENEESER,

RAID 50

- RAIDBOERAIDSERAIDOWLES. IECETERAIDSHIFHIZHEANENHE LR TEIESFBER
ERNSIENAE,. 8 PRAIDSFHIBAEKR=MFLE, RAIDSOEZEENREEEN, BAE
RFENMEARAE— M ELIE, MASENSUEEL. MERATFEBASETFRAIDSFHIER
HE, HEFEREARARS. P EallniEte), ERERUESEIERNED. E5F
BHR: wEffESYmETE., HEEEREENNELEGREEEER FEK,
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End of Lecture 7
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